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Objectives 

 Background 

 Hydropower potential 
 Global outlook 
 Local outlook 

 Development challenges 
 Technical and operational 
 Social and environmental 

 



Background 

 Need for increased amount of renewable energy to 
meet emission targets. 

 Hydropower is the only renewable with feasible 
storage, interesting: 
  As a renewable energy source in itself 
  For load balancing in a system with other renewables 

 Proven technology, economically competitive (Kumar 
et al., 2011). 



Current status 

 Hydropower is developed 
in all arctic and arctic 
rim areas. 

  Installed capacity > 90 
000 MW (pr. 2006) 

 Untapped potential 
exists today 

ice problems (Foulds, 1988). A shorter ice season will reduce the 
need to enforce such constraints and permit more optimum use 
of river flow (Beltaos and Prowse, 2009). By contrast, however, 
a longer freeze-up period is also likely to increase the period 
during which such constraints are needed during the remaining 
ice season. 

Some of the most costly ice-induced effects on hydroelectric 
production result from the blocking of forebays, intakes, and 
diversion tunnels. Blockage usually results from two sources, 
both of which could be altered by future ice regimes. First, the 
intensity and magnitude of frazil ice formation is projected to 
increase or decrease depending on relative changes in autumn 
air temperature and flow regimes compared to current climatic 
conditions (Beltaos and Prowse, 2009). While decreases in frazil 
ice production will ease constraints on hydropower production, 
increases (see Section 6.5.1.1) can cause blocking of trash racks 
and intake structures (Andersson and Andersson, 1992; Ettema 
et al., 2009), thereby reducing production and increasing 
operational costs. Moreover, it could also initiate ice problems 
in downstream river reaches as inflowing production water is 
forced to bypass intakes. Reaches downstream of intakes are 
usually characterized by early ice formation and low winter-
flow, and sudden releases of water may initiate mechanical 
break-ups, resulting in ice jamming and erosion damage. In 
a future with less stable conditions and a longer freeze-up 
period, this problem may increase in some areas, but it is also 
likely that it will be reduced in the most southern, temperate 
river systems. Second, in regions where there is an increase 
in the intensity or frequency of mid-winter warming spells 
and, therefore, an increased potential for mechanical winter 
break-ups (Section 6.5.1), clogging of intakes by drifting ice 
will cause a loss of water, thus decreasing production. This 
will be a problem particularly for secondary intakes used in 

water transfer in high-head systems (Lokna, 2006). Monitoring 
and mitigation of such problems will be an issue especially for 
hydropower producers with remote facilities. 

Ice jams and subsequent flooding can also threaten 
hydropower structures in rivers (Beltaos, 2007). Climate 
change has the capacity both to increase and decrease the 
magnitude and frequency of these extreme events (Sections 
6.4.3 and 6.5.1.1), although their spatial distribution relative 
to hydropower facilities has not yet been established. In 
addition to intake and transfer restrictions, ice formation can 
also influence production through jamming and water level 
increases in the afterbay.

Although hydropower dams are equipped with spillways 
to pass floods, the function of which is crucial to dam 
safety, ice formation can have an impact on the capacity and 
functionality of these structures (Lia, 1997). In a period with 
more frequent mid-winter ice break-ups (Section 6.5.1.1), 
spillway functionality may be affected, particularly in spillway 
systems with tunnels or gates.

The strength of ice on hydropower impoundments is 
strongly influenced by reservoir operations such as the lowering 
of water levels during winter. In a future with shorter winters 
and a thinner ice cover, particularly along the shoreline and 
at intakes and outlets, the safety of using reservoir ice for 
transportation may be compromised. However, such changes in 
reservoir ice conditions could also lead to some positive impacts 
for reservoir design and management. At present, a significant 
amount of reservoir ice is grounded on the banks (e.g., up 
to 8% of active storage) (Seidou et al., 2007) as water levels 
are progressively lowered for winter hydroelectric production. 
Future climate conditions will decrease this volume of inactive 
storage and reduce some of the current negative consequences, 
including (i) part of the storage volume being unavailable 

Figure 6.23. Location and size 
of major hydroelectric facilities 
located in ice-dominated river 
regimes of the circumpolar 
North. All such stations will 
require major modifications 
to current operational regimes 
and possibly infrastructure 
modif icat ions based on 
projected changes to freshwater 
ice regimes (due to data 
availability, the figure may 
not show all existing plants). 
Source: Knut Alfredsen,  
Norweigan University of 
Science and Technology,  
Trondheim.
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ice problems (Foulds, 1988). A shorter ice season will reduce the 
need to enforce such constraints and permit more optimum use 
of river flow (Beltaos and Prowse, 2009). By contrast, however, 
a longer freeze-up period is also likely to increase the period 
during which such constraints are needed during the remaining 
ice season. 

Some of the most costly ice-induced effects on hydroelectric 
production result from the blocking of forebays, intakes, and 
diversion tunnels. Blockage usually results from two sources, 
both of which could be altered by future ice regimes. First, the 
intensity and magnitude of frazil ice formation is projected to 
increase or decrease depending on relative changes in autumn 
air temperature and flow regimes compared to current climatic 
conditions (Beltaos and Prowse, 2009). While decreases in frazil 
ice production will ease constraints on hydropower production, 
increases (see Section 6.5.1.1) can cause blocking of trash racks 
and intake structures (Andersson and Andersson, 1992; Ettema 
et al., 2009), thereby reducing production and increasing 
operational costs. Moreover, it could also initiate ice problems 
in downstream river reaches as inflowing production water is 
forced to bypass intakes. Reaches downstream of intakes are 
usually characterized by early ice formation and low winter-
flow, and sudden releases of water may initiate mechanical 
break-ups, resulting in ice jamming and erosion damage. In 
a future with less stable conditions and a longer freeze-up 
period, this problem may increase in some areas, but it is also 
likely that it will be reduced in the most southern, temperate 
river systems. Second, in regions where there is an increase 
in the intensity or frequency of mid-winter warming spells 
and, therefore, an increased potential for mechanical winter 
break-ups (Section 6.5.1), clogging of intakes by drifting ice 
will cause a loss of water, thus decreasing production. This 
will be a problem particularly for secondary intakes used in 

water transfer in high-head systems (Lokna, 2006). Monitoring 
and mitigation of such problems will be an issue especially for 
hydropower producers with remote facilities. 

Ice jams and subsequent flooding can also threaten 
hydropower structures in rivers (Beltaos, 2007). Climate 
change has the capacity both to increase and decrease the 
magnitude and frequency of these extreme events (Sections 
6.4.3 and 6.5.1.1), although their spatial distribution relative 
to hydropower facilities has not yet been established. In 
addition to intake and transfer restrictions, ice formation can 
also influence production through jamming and water level 
increases in the afterbay.

Although hydropower dams are equipped with spillways 
to pass floods, the function of which is crucial to dam 
safety, ice formation can have an impact on the capacity and 
functionality of these structures (Lia, 1997). In a period with 
more frequent mid-winter ice break-ups (Section 6.5.1.1), 
spillway functionality may be affected, particularly in spillway 
systems with tunnels or gates.

The strength of ice on hydropower impoundments is 
strongly influenced by reservoir operations such as the lowering 
of water levels during winter. In a future with shorter winters 
and a thinner ice cover, particularly along the shoreline and 
at intakes and outlets, the safety of using reservoir ice for 
transportation may be compromised. However, such changes in 
reservoir ice conditions could also lead to some positive impacts 
for reservoir design and management. At present, a significant 
amount of reservoir ice is grounded on the banks (e.g., up 
to 8% of active storage) (Seidou et al., 2007) as water levels 
are progressively lowered for winter hydroelectric production. 
Future climate conditions will decrease this volume of inactive 
storage and reduce some of the current negative consequences, 
including (i) part of the storage volume being unavailable 

Figure 6.23. Location and size 
of major hydroelectric facilities 
located in ice-dominated river 
regimes of the circumpolar 
North. All such stations will 
require major modifications 
to current operational regimes 
and possibly infrastructure 
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projected changes to freshwater 
ice regimes (due to data 
availability, the figure may 
not show all existing plants). 
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Prowse et al., in press. 



Computation of potential 

 Energy production 

 H – head 
 P – production  
 Q – inflow to turbine 
 η - efficiency 

 To assess future changes 
we need to find Q  

P =η ⋅Q ⋅H

H 
Q 



Resource assessment 

 Simulation of global hydropower potential 
 Q: based on GCM ensembles (Milly, et al. 2005) 
 H: average for regions from global DEM 
 Corrected for efficiency based on observed and 
simulated production for the situation today 

 Scenarios for:   
• Changes in current production given new runoff 
• Changes in production potential given new runoff 

 Simulation of local system 
 Downscaled climate data as input to runoff modelling 
 Hydropower production model set up for today. 



Current production 



Runoff 

Milly et al 2005. 
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trends indicates that observed trends are larger on average than
modelled trends, but not significantly so.
Could the positive correlation between the ensemble and observed

trends have arisen, by chance, as a result of internal (that is, unforced,
natural) variability in the climate system? To address this question of
statistical significance, we needed to estimate the sampling distri-
bution of the correlation coefficient between the ensemble trends and
the trends computed from repeated realizations of an unforced
climate system. To do this, we formed as many distinct 99-year
segments of output from the PICNTRL experiment as were available
from the 12 models in the ensemble. This sampling yielded 49
synthetic sets of observations, which were mapped to the period
1900–98, masked to allow the use only of values from years and
gauges when and where real observations were made, and then used
to compute the trend statistics. We determined the correlation of
trends in each of these synthetic observation sets with the ensemble
average of those from the 20C3M time series. The 49 correlation
values ranged from 20.32 to þ0.33, with a mean of 0.01; the 49
regression slopes ranged from21.12 to þ1.25, with a mean of 0.05.
We assume that the 49 correlation values can be used to approximate
the distribution fromwhich the valueþ0.34 would have been drawn
under the null hypothesis of a stationary hydroclimate. Because none
of the 49 values are as large as þ0.34, we infer that the correlation
between the forced-model ensemble trends and the observed trends
is statistically significant. This inference relies on the assumption that
the models faithfully represent interbasin correlation of internal
variations of runoff in the models.
Figures 3 and 4 show twentieth-century and twenty-first-century

percentage changes in runoff estimated by the model ensemble, with
indications of the degree of agreement among models on the
direction of change. The model projections for the twenty-first
century are dependent on various assumptions, for example those
connected with future greenhouse-gas emissions, volcanic activity
and solar variability. Quantitative projections by the model ensemble
also are affected by large model errors in some basins (Fig. 1), but the
demonstrated retrospective skill suggests qualitative validity of the
projections. The ensemble-average change in runoff by the period
2041–60 shows a pattern generally consistent with that of twentieth-
century change, although amplified and with important qualitative

differences. In general, areas of increased runoff shrink over time
(that is, from the late twentieth century to the mid twenty-first
century), whereas areas of decreased runoff grow. Initial increases of
runoff in the twentieth century are projected to reverse in the twenty-
first century in eastern equatorial South America, southern Africa
and the western central plains of North America. Modelled drying of
the Mediterranean region extends farther north into Europe in the
twenty-first-century runs than in the twentieth-century runs.
Almost all model runs agree on the direction of twenty-first-

century change in certain regions (Fig. 4). These agreements include
increases (typically 10–40% by 2050) in the high latitudes of North
America and Eurasia, in the La Plata basin of South America, in
eastern equatorial Africa and in some major islands of the equatorial
eastern Pacific Ocean. Prominent regions of agreement on decreasing
(typically 10–30%) runoff include southern Europe, theMiddle East,
mid-latitude western North America, and southern Africa.
On the basis of this analysis, it seems that a significant part of

twentieth-century hydroclimatic change was externally forced, that
larger changes can be expected in the coming decades, and that
climate models can help now to characterize future changes. Hence-
forth it may be prudent to include projections of forced hydro-
climatic change as factors in assessments of water availability, thereby
facilitating their consideration not only in water management but
also in economic and ecological assessment and planning.

METHODS
From a previously defined set of 663 gauged river basins9, we selected the 165
gauges judgedmost suitable for analysis of hydroclimatic change. To be included,
a basin was required to have at least 28 years of data and no more than 10% of
values missing during the period of record. To avoid overweighting of relatively
gauge-rich Europe and North America in the analyses, only basins with drainage
area greater than 50,000 km2 were included for those continents. Net diversions
for irrigation (diversions minus return flows, estimated as the product of
irrigated area in the basin10 and the excess, if any, ofmean potential evaporation11

over mean precipitation12) were required to be less than 10% of mean flow.
Results reported throughout this paper were only slightly sensitive to these
subjective numerical constraints on record length, missing values, basin area,
and irrigation. The monthly time series of observed discharge were obtained
from the Global Runoff Data Centre and averaged to annual values for all
analyses reported here. Delineation of the drainage basin associated with
each gauge was determined by use of the Simulated Topological Network
(STN-30p)13.

For year i, the conversion from basin-average model annual runoff y(i) to
model streamflow q(i) was given by q(i) ¼ rq(i 2 1) þ (1 2 r)y(i). For each
model and each gauge, the value of r was assigned the difference between the
lag-1 autocorrelation of annual values from observed streamflow and the lag-1
autocorrelation of annual model runoff; in the rare cases in which this difference
exceeded the largest of all observed values of autocorrelation in the observed
discharge (0.90), it was set to the latter value instead. The initial value of qwas set
equal to the time-average value of y. For comparability, only years with
observations were sampled from the models when making comparisons with
observations.

The r.m.s. difference between the observed andmodelled natural logarithm of
discharge ranged from 0.98 to 3.5. Ensembles were formed from the 12 models
for which the r.m.s. difference was less than 1.3. In terms of institutional
designations used by the Program for Climate Model Diagnosis and Inter-
comparison (PCMDI), these 12 models are CCSM3, CGCM3.1(T63),
ECHAM5/MPI-OM, ECHO-G, FGOALS-g1.0, GFDL-CM2.0, GFDL-CM2.1,
GISS-AOM, MIROC3.2(hires), MRI-CGCM2.3.2, UKMO-HadCM3 and
UKMO-HadGEM1.

The 1900–98 time range was selected for our analysis because it was the
longest for which all models provided output. The choice of 1970 for the break in
analyses of change was based partly on our observation from previous model
investigations that global-mean measures of hydroclimatic change became
noticeable at about this time; additionally, this choice maximized the number
of basins with data both before and after the break. We investigated the
sensitivity of our results to changes in the break year and found that the results
for a 1980 break were similar to those for a 1970 break. A 1960 break generally
resulted in smaller (and less significant) trends, and a 1990 break resulted in
more variable (and less significant) trends because of the small sampling period
thereafter. For break years of 1960, 1970, 1980 and 1990, we found that 12, 0, 0

Figure 4 | Relative change in runoff in the twenty-first century.
a, Ensemble (arithmetic) mean of relative change (percentage) in runoff for
the period 2041–60, computed as 100 times the difference between 2041–60
runoff in the SRESA1B experiments and 1900–70 runoff in the 20C3M
experiments, divided by 1900–70 runoff. b, Number of pairs of runs (out of
an available total of 24 pairs) showing a positive change minus the number
showing a negative change.
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trends indicates that observed trends are larger on average than
modelled trends, but not significantly so.
Could the positive correlation between the ensemble and observed

trends have arisen, by chance, as a result of internal (that is, unforced,
natural) variability in the climate system? To address this question of
statistical significance, we needed to estimate the sampling distri-
bution of the correlation coefficient between the ensemble trends and
the trends computed from repeated realizations of an unforced
climate system. To do this, we formed as many distinct 99-year
segments of output from the PICNTRL experiment as were available
from the 12 models in the ensemble. This sampling yielded 49
synthetic sets of observations, which were mapped to the period
1900–98, masked to allow the use only of values from years and
gauges when and where real observations were made, and then used
to compute the trend statistics. We determined the correlation of
trends in each of these synthetic observation sets with the ensemble
average of those from the 20C3M time series. The 49 correlation
values ranged from 20.32 to þ0.33, with a mean of 0.01; the 49
regression slopes ranged from21.12 to þ1.25, with a mean of 0.05.
We assume that the 49 correlation values can be used to approximate
the distribution fromwhich the valueþ0.34 would have been drawn
under the null hypothesis of a stationary hydroclimate. Because none
of the 49 values are as large as þ0.34, we infer that the correlation
between the forced-model ensemble trends and the observed trends
is statistically significant. This inference relies on the assumption that
the models faithfully represent interbasin correlation of internal
variations of runoff in the models.
Figures 3 and 4 show twentieth-century and twenty-first-century

percentage changes in runoff estimated by the model ensemble, with
indications of the degree of agreement among models on the
direction of change. The model projections for the twenty-first
century are dependent on various assumptions, for example those
connected with future greenhouse-gas emissions, volcanic activity
and solar variability. Quantitative projections by the model ensemble
also are affected by large model errors in some basins (Fig. 1), but the
demonstrated retrospective skill suggests qualitative validity of the
projections. The ensemble-average change in runoff by the period
2041–60 shows a pattern generally consistent with that of twentieth-
century change, although amplified and with important qualitative

differences. In general, areas of increased runoff shrink over time
(that is, from the late twentieth century to the mid twenty-first
century), whereas areas of decreased runoff grow. Initial increases of
runoff in the twentieth century are projected to reverse in the twenty-
first century in eastern equatorial South America, southern Africa
and the western central plains of North America. Modelled drying of
the Mediterranean region extends farther north into Europe in the
twenty-first-century runs than in the twentieth-century runs.
Almost all model runs agree on the direction of twenty-first-
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larger changes can be expected in the coming decades, and that
climate models can help now to characterize future changes. Hence-
forth it may be prudent to include projections of forced hydro-
climatic change as factors in assessments of water availability, thereby
facilitating their consideration not only in water management but
also in economic and ecological assessment and planning.
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From a previously defined set of 663 gauged river basins9, we selected the 165
gauges judgedmost suitable for analysis of hydroclimatic change. To be included,
a basin was required to have at least 28 years of data and no more than 10% of
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analyses reported here. Delineation of the drainage basin associated with
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model streamflow q(i) was given by q(i) ¼ rq(i 2 1) þ (1 2 r)y(i). For each
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exceeded the largest of all observed values of autocorrelation in the observed
discharge (0.90), it was set to the latter value instead. The initial value of qwas set
equal to the time-average value of y. For comparability, only years with
observations were sampled from the models when making comparisons with
observations.

The r.m.s. difference between the observed andmodelled natural logarithm of
discharge ranged from 0.98 to 3.5. Ensembles were formed from the 12 models
for which the r.m.s. difference was less than 1.3. In terms of institutional
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noticeable at about this time; additionally, this choice maximized the number
of basins with data both before and after the break. We investigated the
sensitivity of our results to changes in the break year and found that the results
for a 1980 break were similar to those for a 1970 break. A 1960 break generally
resulted in smaller (and less significant) trends, and a 1990 break resulted in
more variable (and less significant) trends because of the small sampling period
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Figure 4 | Relative change in runoff in the twenty-first century.
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Head and efficiency 

  Head 
  Head is estimated as the average 

regional elevation – elevation at 
region outlet. 

  Estimation of efficiency 
  Production computed using the 

average head and estimates of 
todays runoff. 

  Compared to current production 
data – efficiency estimated from 
the difference 

  This efficiency is used for 
computing future scenarios 

http://eros.usgs.gov/#/Find_Data/Products_and_Data_Available/gtopo30/hydro 



Future scenario with new inflow 

Hamududu and Killingtveit, 2010. 



Future potential 

Hamududu and Killingtveit, 2010. 



Local studies 

 Regional studies shows increased winter runoff and 
increases in hydropower potential (e.g. Kumar et al. 2011, 
Lehner, 2005) 

 To fully understand potential, production and also 
impacts from future developments – local scale 
studies needed. An example: 
 Downscaled data for temperature and precipitation from two 
different GCMs / emission scenarios used. 

  Inflow computed using a hydrological model calibrated using 
historical data – stationary assumption for mountainous 
catchment 

  Production model used to find production and reservoir  
development 



System setup 

Chernet et al. (in review) 
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Scenarios for snow 
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Scenarios for future production 
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Chernet et al. (in review) 



Technical challenges in the Arctic 

 Building hydropower infrastructure in arctic 
areas. 

 Operational constraints from ice in rivers and 
reservoirs 

 Transmission infrastructure 



Winter and ice impacts 

 Reservoirs 
  Ice loads  
 Dam safety  

  Intakes 
  Clogging  
 Headloss 

 Outlets 
  Break ups / increased ice 
formation 

 Operational restrictions 
Prowse et al. (in press), Gebre et al. (in prep) 
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Scenarios for ice  
 Future climate defines winter and ice formation 

 For arctic areas, ice in can not be eliminated 
  Some problems will be reduced 
 More unstable winters can create new challenges 
  Shorter season of operational constraints 

40° to 75° latitudinal band with hypothetical lakes positioned 
at a resolution of 2.5° latitude and longitude. Differences in 
driving climatic variables between a current (1960–1999) and 
future (2040–2079) run of the Canadian Global Climate Model 
(CGCM3) were applied to the ERA-40 current data as input 
to the MyLake model to project future ice conditions. Results 
indicated that future warming will result in an overall increase 
in lake-water temperature, with summer stratifi cation starting 
earlier and extending later into the year and, hence, the timing 
of freeze-up being delayed by 5 to 20 days (Figure 6.11). Break-
up was projected to occur 10 to 30 days earlier, resulting in an 
overall decrease in lake-ice duration of about 15 to 50 days. 
Maximum lake-ice thickness was also modeled to decrease 
by 10 to 50 cm. Change in snow loads and related ice-cover 
composition were also modeled. In general, maximum snow 
depth changed by -20 to +10 cm and white ice by -20 to +5 
cm, depending on the geographical location and other climate 
parameters – the high latitudes being an area of projected 
increases in winter snowfall that can promote white-ice 
formation particularly with thinner ice cover.

There are fewer projections of future climate change impacts 
on river ice than lake ice, and none have been conducted 
at regional scales. One large-river example is provided by 
Andrishak and Hicks (2008), who applied a one-dimensional 
hydrodynamic model to assess climate change impacts on 
ice-cover extent and duration on the Peace River in Canada. 

Incorporation of air-temperature projections (for the 2050s 
using the IPCC A2 emissions scenario) from the second 
generation Canadian Global Climate Model resulted in an 
average reduction in ice duration of 28 days (13 days later for 
freeze-up and 15 days earlier for break-up). 

Much less is known about changes in more complex 
variables such as ice composition and, in the case of rivers, the 
frequency and severity of ice jams. One of the more important 
potential changes to river ice relates to the severity of break-up 
advance (see also Section 6.5.1.1). Whether temporal shifts in 
river-ice duration will produce more or less severe break-up 
events (i.e., fl oods) remains unknown, largely because of the 
complicating role of precipitation, which has the potential both 
to control the driving (snowmelt runoff) and resisting (ice 
thickness, strength, composition) forces that affect break-up 
severity. Although some very limited, site-specifi c predictions 
of change in these two cryospheric components (snow and 
river ice) have been made to estimate the effect on river-ice 
break-up severity (Beltaos et al., 2006), broad-scale analyses 
have not been undertaken. 

As suggested by Prowse et al. (2006), changes in the 
thermal gradients affecting the advance of the spring freshet 
on northward-fl owing rivers could produce signifi cant changes 
to the dynamics and related fl ooding that accompany river-ice 
break-up. Recent analysis of 0 °C isotherms along the four major 
Arctic rivers (Lena, Mackenzie, Ob, Yenisey) by Prowse et al. 

Figure 6.11. Change in simulated mean dates of a) freeze-up, b) ice break-up, and c) ice-cover duration between current (1960–1999) and future 
(2040–2079) climatic periods. Source: Dibike et al. (2010).
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Environmental and social impacts 

  Impacts from impoundments and flow changes in 
river reaches on: 
 Hydrology and hydraulics 
 Terrestrial and aquatic ecosystems 
 Use of rivers and lakes 

 Development of new transmission lines 

 Public acceptance 


